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Abstract 

There have been many studies in the field of image processing from past to present. Studies in the field of image processing are quite useful 

in cases where a system is automated and the human eye cannot follow. These studies use image processing techniques in order to ensure 

control during the production phase or in order to ensure correct data flow during the inspection phase. Our work falls within the scope of 

the inspection phase. Within the scope of our work, it is aimed to transfer the information on the fuel information panels at gas stations to a 

central system with image processing techniques. In this way, the prices reflected on the panels at gas stations will be controlled. Within the 

scope of this project, nearby gas station panel images were collected. Labeling was performed for each feature in the collected data set. The 

Yolov8 model is used for object detection. 
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INTRODUCTION 

Today, we see many studies in the field of image 

processing. We see these studies as license plate reading 

systems, facial recognition systems, material control in the 

production line or disease detection studies in the health field. 

When image processing works with artificial intelligence, it 

produces very useful results [1]. 

When we look at these useful results, we use image 

processing techniques and artificial intelligence together 

within the scope of our project. In our project, fuel 

information on the panels at gas stations is read using image 

processing and artificial intelligence. Fuel price information 

read from the panel is kept in a central system. In this way, 

changes in fuel prices at gas stations are controlled from a 

single system. In the project development step, images of fuel 

information panels at different gas stations were collected. 

The parts with fuel information on the 220 images we 

collected were labeled. The labeled images are trained with 

the yolov8 model. The Yolo model is a model that provides 

great benefits in the object detection phase [2]. The areas 

labeled with the yolo model are detected from the newly 

received images. After the area detection, keras-ocr is used. 

In this way, the detected part on the image is converted to 

text. keras-ocr offers a useful method in the image-to-text 

conversion phase [3]. As a result of our study on 220 images, 

it is seen that the text detection rate on fuel information board 

images is low. For this reason, 220 fuel information board 

images are multiplied using image processing techniques. 

Image angles and colors are manipulated on 220 images. In 

this way, the number of fuel information board images is 

increased to 800. A new model is trained with 800 fuel 

information board images. A new model is trained to better 

read the fuel price information section on each image. With 

this model, a labeled dataset containing the numbers 0, 1, 2, 

3, 4, 5, 6, 7, 8, 9 is prepared. Thanks to this dataset, it is 

possible to detect numerical data on fuel information board 

images. It is seen that our models produce more successful 

results after the data multiplexing and numerical data 

labeling stages we have performed. 

RELATED WORKS 

There are many studies on image processing, object 

detection and Optical Character Recognition (OCR). This 

study focuses on object detection and OCR. The techniques 

used enable the automatic reading of price boards in gas 

stations and check their accuracy.  

A research effort focuses on automatically capturing the 

images of fuel panels while the vehicle is in motion and 

detecting the prices and fuel types [4]. In this study, 

appropriate capture settings were made by taking advantage 

of the features of smart mobile phones. With these settings, 

the price extraction rate successfully increased by more than 

40%. In addition, a preselection threshold value was 

determined according to the values obtained from the 

accelerometer of the phone to prevent blurred images due to 

vibrations in the vehicle. These selections improved the 

performance of the system by reducing blurred images by 

78.57%. This reported that in their study, where they 

introduced the method of automatic fuel price collection 

using camera images from roadside price boards at service 

stations using wireless sensor networks, they detected the 

price boards with a 92.3% success rate and achieved an 

accurate price reading of 87.7% [5]. 

Another study discusses the automatic reading of natural 

gas meters using object detection, image processing 

techniques, and OCR [6]. The YOLO model is used to 

recognize the digits on the meter. For training the model, 

10,000 images were used and a success rate of 98% was 

achieved. 
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When the number of data is insufficient, as in our study, 

various data augmentation techniques are used to generate 

synthetic data to improve the performance of the model. It 

has been shown that data augmentation techniques such as 

random cropping, rotation, color adjustments, and noise 

addition significantly improve performance in object 

detection and OCR [7]. This report will review existing 

image data augmentation techniques used to improve the 

accuracy of deep learning models in domains where limited 

datasets are encountered [8]. 

METHODOLOGY 

In this section, we describe the methods we used to 

identify and read fuel types and their prices from photographs 

of gas station panels. In this project, we used the YOLOv8 

model for object detection and the Keras OCR model for 

OCR. In addition, model performance was optimized with 

data (image) augmentation techniques to improve model 

performance 

Dataset 

The dataset used in this study consists of images of various 

gas stations taken from different angles. These images have 

been carefully selected in order to clearly identify the types of 

fuel and their prices on the billboards. A sample image is 

given below. 

 
Figure 1. Sample Image 

Image Processing 

Image processing is the representation of images in a 

digital environment using a computer through an algorithm 

[7]. In addition, it is the process of extracting information 

from photos, enhancing the quality of the photo, and 

automating photo-based operations with the help of various 

algorithms and mathematical models. These processes 

address each pixel or a group of pixels. The similarities or 

differences between the addressed pixels or groups provide 

information about the photo and its content. This information 

is then used appropriately for various purposes. 

Nowadays, since it is difficult to perform these operations 

by simply looking at pixels or groups of pixels (e.g., reading 

the text in a photo), deep learning methods are used. The most 

common uses of these methods include classification, object 

detection and segmentation. With these methods, we can 

determine the type of a photo, its content and where that 

content is located in the photo. This information provides 

valuable insights in many areas such as autonomous vehicles, 

MRI results, face recognition and many more. The main 

reason why these methods are so popular today is that their 

deep learning models incorporate the CNN architecture [9]. 

The basic CNN architecture is as follows. 

 
Figure 2. CNN Architecture 

Object Detection 

Object detection is an important computer vision task that 

involves identifying and locating objects in an image. This 

process not only classifies objects but also determines their 

boundaries by specifying the coordinates of the detected 

object. 

You Only Look Once (YOLO) Algorithm for Object 

Detection 

The YOLO algorithm provides a significant innovation 

and simplification in object detection. This algorithm was 

initially developed in 2016 [10]. YOLO both classifies 

objects and determines the coordinates of an object by 

processing the objects in the image at once with high speed 

and accuracy. YOLO’s architecture is based on 

Convolutional Neural Networks (CNNs), which allows it to 

efficiently extract features and make predictions in a single 

forward pass. Thanks to its CNN-based structure, YOLO can 

be used in many sectors such as video analysis, security 

systems, industrial systems, and automation [11]. 

 
Figure 3. Basic Yolo Architecture 

Unlike traditional object detection methods, YOLO’s 

single stage structure reduces computational cost, resulting in 

faster and more efficient results. Thanks to these advantages, 

YOLO is widely used in both academic research and 

industrial applications. 

There are several versions of the YOLO algorithm and 

YOLOv8, one of the most recent and advanced models, was 

chosen for this study. YOLOv8 takes the single-stage 

approach even further with advanced architecture and 

optimization techniques, ensuring high speed and accuracy 

[12]. 
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Optical Character Recognition – OCR 

Optical character recognition (OCR) is the process of 

converting characters in photographs into text. The goal is to 

detect the characters within the content of a photo, regardless 

of whether it is a document, passport, invoice, landscape, 

city, house, or similar, and convert them into text. In doing 

so, it must take into account different fonts (including 

handwriting), lighting conditions, colors, and the angle at 

which the photo was taken. One of the most well-known 

engines is Tesseract [13]. 

In this project, we utilized the Keras OCR model in 

addition to the Tesseract engine. 

Keras OCR is a text recognition model developed on 

TensorFlow and Keras platforms. Using deep learning 

methods, it can successfully process various fonts and 

complex text types. This model offers the ability to recognize 

text with high accuracy, especially in complex and variable 

environments. 

Evaluation of Object Detection and Optical Character 

Recognition (OCR) 

Intersection over Union (IoU) is used to measure the 

accuracy of object detection. IoU calculates the 

correspondence ratio between the area estimated by the 

object detection model and the actual area [14]. 

 (1) 

The IoU value is between 0 and 1, with 1 representing 

perfect overlap.  This metric is used to assess the accuracy of 

predicted objects. 

Character Error Rate (CER) and Word Error Rate (WER) 

are two key metrics used to evaluate the accuracy of OCR 

systems. Character Error Rate (CER) measures the 

proportion of erroneous characters in text recognized by 

OCR. The Word Error Rate (WER) detects the error rate at 

the word level. 

 (2) 

 (3) 

First of all, in our study, we trained the YOLOv8 model for 

object detection using 80% of the 220 photographs we took 

of price information boards at gas stations. However, training 

with this limited number of images did not yield satisfactory 

results in model testing. To overcome this and improve the 

model’s performance, we utilized image augmentation 

techniques. We increased our dataset from 220 images to 800 

images by changing the angles and colors of the available 

images we had. We retrained our object detection model with 

the large dataset we obtained and achieved significant 

success in object detection. An example image where we 

performed object detection using our trained model is shown 

below. 

 

 
Figure 4. Sample Object Detection 

Using our model, we successfully identified the location of 

panels, fuel types and prices in photos taken at gas stations. 

Before applying OCR, we applied preprocessing steps such 

as bitwise notation and gray scaling to detect the characters of 

each fuel type and price more successfully. In addition to 

these techniques, we aimed to enhance the success of the 

OCR application by using morphological transformations 

such as erosion and dilation to reduce noise in areas related to 

fuel types and prices. Following these preprocessing steps, 

we used the Tesseract model; however, it did not achieve the 

expected success in recognizing prices and fuel types. One of 

the main reasons for this was the variation in panel types 

across different gas stations. While some panels were LED 

displays, others were made up of seven-segment digital 

panels. This variation showed us that the preprocessing 

settings applied to one photograph were not suitable for 

others. Additionally, the angles and colors of the photographs 

further complicated the reading of the text and digits. Next, 

we deployed the KerasOCR model and achieved successful 

results in recognizing fuel types. However, we still did not 

achieve the expected success in detecting prices. Despite 

these steps, since we did not attain the desired accuracy in 

digit recognition, we decided to adopt a different approach. 

To accurately detect prices, we decided to use object 

detection instead of applying OCR to the prices. First, we 

cropped the sections of the photos corresponding to the prices 

by determining their coordinates. Then, we labeled each digit 

from 0 to 9 as a separate object. Using the 770 images 

consisting solely of prices, we created a separate object 

detection model with YOLOv8. This allowed us to develop a 

new object detection model capable of detecting each digit 

accurately, even in different types of signs, angles, and 

colors. With this approach, we were able to achieve high 

accuracy in detecting prices by directly identifying digits as 

objects. In the simulation we prepared, an example image 

along with the detected fuel types and prices is presented 

below. 
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Figure 5. Image of a Gas Station 

 
Figure 6. OCR Results 

CONCLUSION AND FUTURE WORKS 

In this study, the object detection performance of the 

YOLOv8 model was evaluated using photographs of panels 

from fuel stations. Initially, the amount of data used for 

training the model was insufficient, resulting in 

unsatisfactory test results. However, by employing image 

augmentation techniques, the dataset size was increased, 

leading to a significant improvement in the YOLOv8 model’s 

object detection performance. 

The model successfully identified the locations of panels, 

fuel types, and prices. We initially attempted to read prices 

using the Tesseract OCR model but did not achieve success. 

Using the Keras-OCR model, we achieved good results in 

reading fuel types; however, detecting prices remained 

challenging. To address these difficulties caused by different 

types of signs, we individually labeled each digit and 

retrained the YOLOv8 model, enabling accurate reading of 

prices on the panels. 
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